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Software Defined Networks (SDN) 

§  Separation between Control and Data 
§  Communication between Control- and 

Data-plane (E.g. via OpenFlow protocol) 
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Network Operating System - NOS 

§  The separated control logic 
can be viewed as a 
network operating system 
(NOS). 

§  Applications can be built to 
“program” the network 
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Network Operating System - NOS 

§  North-Bound Interface 
§  e.g., Procera, Frenetic, FML, Nettle. 

§  South-Bound Interface 
§  E.g. OpenFlow, ForCES. 
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OpenFlow 

§  Flow entries typically consist of: 
§  (1)match fields, (2)counters,(3)set of instructions 
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Forwarding Device 
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•  Underlying network infrastructure may involve: 
•  FORWARDING DEVICE = routers, switches, virtual 

switches, wireless access points, etc. 
•  Challenges: 

•  “Mice Flows” and “Elephant” Flows. 
•  Ex: Devoflow 

•  Handles mice flow on the switches. 

•  Only contact the controller for Elephant flows. 

•  Ternary Content-Addressable Memory (TCAM) 
•  Expensive and power-hungry. 

•  Optimizing memory usage. 



Software Switches 
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•  Software Switches Implementations compliant with 
OpenFlow Standard: 



Control Plane - Challenges 
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•  Latency in the control link: 
•  “Why latency does matter”. In Integrated Network 

Management (IFIP/IEEE IM 2013) 

•  Bandwidth  

•  arbitrates how many flows can be processed by the controller 
•  Latency 

•  major impact on the overall behavior of the network 

•  “The controller placement problem”, HotSDN ’12 

•  optimal number of controllers and their location in order to reduce 
latency. 



Control Plane – Challenges (2) 
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•  Centralized vs. Distributed Control Plane 
•  Controller-to-controller communication is not 

defined in OpenFlow 
•  Necessary for distribution and redundancy; 

•  Physically centralized controller  = single point of failure! 

•  Ex: Onix and HyperFlow 
•  logically centralized but physically distributed  
•  Enable communication with local controllers 

•  decreases the look-up overhead 

•  Concern: Maintaining consistency between controllers! 



Control Plane – Challenges (3) 
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•  Centralized vs. Distributed Control Plane 
•  Ex: Kandoo: Hybrid Approach! 

•  Uses local controllers for local applications  

•  Redirects decisions that require centralized network state 
to a global controller. 

•  Advantages: 

•  reduces the load on the global controller 

•  Reduces latency for local applications. 

•  Ex: DISCO: Logically decentralized 
•  Inter domain e intra domain communication 



Control Plane – Challenges (4) 
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•  Control Granularity 
•  Control can be further abstracted to an 

aggregated flow-match; 
•  Flow aggregation may be based on: 

•  source, destination, application, etc. 



Control Plane – Challenges (5) 
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•  Reactive vs. Proactive Policies 
•  Reactive: (e.g. Ethane) 

•  forwarding elements must consult a controller 
each time a decision must be made. 

•  An issue specially for short lived flows and/or 
large networks! 

•  Proactive: (e.g. DIFANE) 
•  push policy rules from the controller to the 

switches. 
•  Reduces control overhead and latency. 



Controller Implementations 
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•  Current Implementations: 
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